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Efficient Educational Content Creation System Based on 3D Video Data

Using 3D Data Capturing and Editing System with Web-based Data Sharing Service
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Michihiro Mikamo∗1, Satoshi Ono∗1, Takashi Yamanoue*3, Hiroshi Kawasaki∗1

Abstract – In this paper, we present an interactive 3D animation creation system
that enables the user to capture, edit the moving objects and share them easily on the
web. Recently, educational concept called active leaning has been becoming important in
the field of education. The difference between the active leaning and usual education is
that the learner actively absorbs the educational information not only from the lecturer,
but also from other media contents such as videos and images. Therefore, various kinds
of media contents aiming for active learning are required to help the learners. As the
one of such media contents, we developed a system that can create 3D video data and
share them on a web service. Concretely, in our system, the 3D contents are acquired
by using Kinects on a graphical user interface. By using the proposed system, the user
can edit and integrate the other contents such as music and images easily. The contents
can be uploaded on the web server that provides the experience to manipulate the 3D
animation intuitively through a touch interface. In this paper, we explain the overview
of the proposed system and the details of the our algorithms to reconstruct 3D data.
The experiment shows our system can obtain the 3D data efficiently by using a novel
approach. As the conclusion, we show some demos to validate that the system is available
for educational use and a user can operate the proposed system efficiently.
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