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Abstract sales §]. Another example is a performance capturg [
which acquires surface of the shape and kinematic informa-
In this paper, we propose an active 3D reconstruction tion for fields such as 3D movies, motion analysis, apparel
method with two cameras and one projector (2C1P) sys- manufacturing.

tem for capturing moving objects. The system reconstructs  various approaches including multiview stereo, TOF
the shapes from a single frame of each camera by findingcamera and its variations devices have been proposed to
the correspondence between the cameras and the projecpptain surface shapes of moving objects. Among them,
tor based on projecting wave grid pattern. The projected stryctured-light stereo systems are suitable for capturing
pattern gives the constraint of correspondence between themoving objects and have been widely researched §,

two cameras in addition to between a projector and a cam- 19, ]. To capture moving objects with high FPS, spatial-
era. The proposed method finds correspondence by energgncoding methods that use a single input image for recon-
minimization on graphs constructed by detecting a grid pat- struction @.k.a. one-shot scan) have been proposed. Since
tern in camera images. Since the graphs of two camerasstryctured-light systems are active methods, they have sev-
are connected as a single graph by using the constraint be-era| advantages. For instance, simplification of correspon-
tween cameras, the proposed method simultaneously findgience search, robustness for capturing texture-less objects,
the correspondences for two cameras, which contributes togng simple setup with one camera and one projector.

the robustness of correspondence search. By merging range One of the disadvantages of the spatial-encoding meth-

images created by the correspondence of each camera, We,yq i that the ambiguity on correspondence. Since these

reduce the occluded area compared to the case of one camr 0 < find the correspondence between camera and pro-

ehra. F|_nally, the prop_osed met:od optlmlzesfthﬁ shape as’jector from a single image and the information embedded in
three-view stereo to improve the accuracy of shape mea-, single projection pattern is limited, accuracy, density, or

surements. In the egperm:(gnt, we ShO.W the gfrf]ecr:]tlveness ]9 bustness of measurements will be sacrificed in the spatial-
using two cameras by making comparison with the case o encoding methods. The goal of this paper is to improve the

one camera. robustness of correspondence by adding a camera that gives
additional constraint.

1. Introduction Additionally, surfaces that are measurable by the meth-
ods based on triangulation is restricted to the ones visible
Recently, capturing the shapes of objects in motion hasfrom more than two cameras or projectors. In the cases
become popular in various applications. For example, gam-of structured-light systems, even if the pattern is projected
ing device that can capture a human motion in real-time andon the surface, the surface parts occluded from the camera
create a device-free interface made more than ten millioncannot be measured. Using two cameras contributes to the



efficient usage of the projected pattern by reducing the oc- | Object
cluded area.

In this paper, we extend one of the spatial-encoding
methods proposed by Sagaetal. [13], which reconstructs
shapes by projecting a static grid pattern of wave lines. In
their previous approachi], they proposed a setup with one
camera and two projectors (1C2P). The method casts par-
allel lines from each projector and makes the grid pattern
on object’s surface. Since the grid is necessary for recon-
struction, the part only visible from one projector must be
connected to the area that have grid pattern. In contrast, we Camera 0 ~  Projector
use two cameras and one projector. Our approach has the
following advantages:

Camera 1

Figure 1.The proposed scanning system uses two cameras and one

1. Improve the robustness of finding correspondencesIOIroJector (2C1P).

by using camera-camera information in addition to
camera-projector information.
100 FPS by combining motion estimation, since these meth-
2. Improve the accuracy of correspondences by three-ods require multiple frames, the quality of the results de-
view geometry of the 2C1P system. grade if the object moves fast.
A spatial-encoding method uses a static pattern and usu-
3. Reduce the occluded area and increase the efficiencyally requires just a single image, and thus, it is suitable to
of the projected pattern. capture dynamic scenes. Many methods have been pro-
posed to solve the problenms,g, using multiple lines with
The method proposed in §] finds the correspondence as globally-unique color combinations.§, 23], dotted lines
the energy minimization problem of a graph which is con- with unique modulations of dots/[ 1], 2D area informa-
structed by detecting the grid pattern in the camera image tion for encoding P0, 8], using the phase of a fringe pat-
Since the detected graph should satisfy the geometrical contern [17, 16], or connections of grid patterns,[5, 12, 19.
straint as the projection of the grid pattern, the constraint is However, no method has achieved sufficient performances
used to find the correspondence. If we have two camerasn all aspects of precision, resolution, and stability. While
and one projector, the additional geometrical constraint be-projecting wave grid patterrnif] is a solution to the prob-
tween them exists, which is known as trilinear constraint in lem, it has restriction on the relative position between pro-
multiple view geometry. We introduce this constraint to the jector and camera. In this paper, we propose a method to
energy minimization of the graph in this paper. use two cameras for finding correct correspondence even in
the case that the cameras are at an inappropriate position.

2. Related Work , , ,

_ o 3. Wave Grid-based Active Stereo with Two

Structured-light systems are categorized into two types, Cameras

temporal-encoding or spatial-encoding methdd][ In
a temporal-encoding method, multiple patterns of illumi-  The proposed method uses two cameras and one projec-
nations are projected, and the corresponding informationtor (2C1P) as shown in Fig. To reconstruct the shapes
is encoded in the temporal modulations. Thus, it is es- of moving objects, we extend the method proposed i, [
sentially unsuitable for acquiring dynamic scenes. How- the system which consists of one camera and one projec-
ever, some methods are proposed to resolve this problemtor (1C1P). We first explain the basic method and then
e.g, changing the projected patterns with high frequencies describe our new approach that introduces camera-camera
[10], reducing the required number of patterns by using constraint.
phase p_atterns[], or using DMD patterns]. Another ap- 31 1C1P System with Wave Grid Pattern
proach is a space-time stereo, where multiple cameras are
used with temporally varying the illuminatior?f]. The The basic systeml]] has a single projector and a cam-
method in P1] used two cameras to remove phase ambigu- era. Since they are assumed to be calibrated, the intrinsic
ity, which is regarded as the combination of passive stereoand extrinsic parameters of the devices are known. The
and structured-light system, while the pattern are not de-projector casts a static pattern as shown inZ{@). The
signed to give unique correspondence in space-time stereopattern consists of vertical and horizontal sinusoidal curves
Although it is reported that some works can capture aroundto create grid shape. Since the pattern is static with single
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additional constraints as the edges that connect graphs of
two cameras.

Fig.3 shows how to generate edges between two graphs.
First, we detect the wave line on the camera images and cre-
ate the grid graphs. Next, let us consider to determine the
corresponding point in the projected pattern of a nadef
camera 0, which is a grid point where two lines intersect.

. (a)_ (b) . () : : The candidates of the corresponding poitis € T, are
Figure 2.(a.) s an gxample of a wave grid pattern. (t.)) 's an input the intersection points of the pattern on the epipoloar line of
image. (c) is the grid graph generated by line detection. . . .

po in the projector image, whetg,; are the set of the can-

didates for the nodg,. If we assume the correspondence

of pp andt,,, the 3D coordinate®s(t,,) for the nodes
color, no synchronization is required and high FPS scanningp, are calculated by triangulation between camera 0 and the
is possible. projector. Next, the projection of the 3D poinBsp(t,,)

First, we detect a grid pattern from captured images by onto the image of camera 114 (,,) as shown in Fig. If
the method based on belief propagation (BP) proposed inthe nodep; of camera 1 satisfies the following two condi-
[12], which extracts vertical and horizontal curves in the tions,p, andp; can be the corresponding points.
camera image separately by discriminating their direction.

Next, the grid graph is constructed from the detected pat- D(p1, Pi(ty)) <0 and ty, € Ty, @)
tgrn. The nodes (_)f the graph_are calculated as the i”terseCWhereD(a, b)
tion points of vertical and horizontal curves, and the edges

a][e %iven bydconnecting;he ngiglgborin%interﬁectiqn ;I)oints andT,, is the set of candidates of,. Four Psp(t,,) are
of a detected curve as shown in E4g). Then, the epipolar projected onto camera 1 in F&y.Since the leftmosP; (¢,,)

line on the projected pattern is calculated to find the candi- has no nodes in the search area, no candidate of correspon-
dates of correspondence to be used for each node. The beﬁtence is found. While the rightmost one has a njode the

inimization based he debths for all pixels of th Wearch area, the node does not have the same cantljglate
minimization based on BP. The depths for all pixels of the nT,.. Since the middle two projections satisfy the above

camera are interpolated by using the correspondence of th%ondition, their nodes are connectedpto Once the edges

graph DOdeS' Finally, the de_pths are optimized by matChingczetween two cameras connect their graphs, they become a
the points between the projected pattern and the captured, e granh, which enables to simultaneously optimize the
image, and the dense 3D shapes are reconstructed from th@orrespondences search of two cameras

depths. In this method, some incorrect edges can be generated.

The method based on projecting wave grid pattern usestne second projection from the left Figis an example of
the constraint that the nodes connected by the edges shoulg . rect edges, which are not on the object's surface. How-
be on the same line in the projector pattern, which is called ever, if the node has both correct and incorrect edges, the
coplanar constraint irc]. In the case that the epipolar line 41 cost of BP is not affected by the incorrect edge (de-
in the projector image is parallel to the direction of wave (s are described in S&c3). In the case that a node has
lines, the wave lines do not curve regardiess of the shape,py incorrect edges, the candidate of correspondence can

of the object, which indicates that the connectivity gives N0 o getermined as false in the process of BP if the number of
constraint. While a 1C1P system cannot solve the prob-i,correct edges is not sufficiently small.

lem in such cases, the proposed method can find the correct \ye find the candidates of correspondence from camera 1

correspondence by using the additional constraint given by;q camera 0 in the same manner, too.

a 2C1P system. Not even in the extreme case described

above, the camera-camera constraint is effective for robust3.3. Simultaneous Correspondence Search of Two

correspondence search. Cameras as Energy Minimization of a Single
Graph

Now, we have obtained a single grid graph for two cam-
eras by detecting lines and reprojecting points to another
The proposed method uses the constraint placed betweesamera. The next step is to find the best combinations of
the cameras as additional information to find correspon- correspondences, which is determined by the energy mini-
dences. As described in the following section, the method mization on the grid graph.
determines the correspondences based on the energy min- The grid graph consists of nodgs € Vj,p; € V1, edges
imization on the grid graph. Therefore, we introduce the by line detection(pg, q0) € Uy, (p1,91) € Uy, and edges

- e e

is the distance between pointsandb, 6 is
the radius of the search area near the node ffait,, ),

3.2. Adding Geometrical Constraint between Cam-
eras
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Figure 4.A grid pointt, has correspondences with points,and

po andp; is generated to introduce a candidate of correspondencep:. Two 3D pointspspo andpsp1, are calculated by the two cor-

between cameras to the graph.

between cameray, p1) € S, wherep, and g, are grid
points, V; is the set of grid points, an#, is the set of
edges of camera Qpy, g1, V4 andU; are those of camera
1. S is the set of edges between cameras. A grid pajnt
has the candidates of corresponding poipisc T}, in the

projector pattern. In the case of 1C1P system, the energy o

assigning corresponding poity, to each grid poinpy is
defined as follows:

E(To) = Z DPo(tpo) +
(Po,q90)€U0

po€Vo

WZDOQO (tp’ tq)a (2)

whereTy = {t,,|po € Vo}. Dp,(tp,) is the data term of
assigning a candidatg, to py. W4, (tp,tq) is the regu-
larization term of assigning candidatgg andt,, for neigh-

respondences. The depth for a pixdk calculated by averaging
the depthsdo andd;, if r is in the area close t,, which is repre-
sented byR. R is also used for creating a mask image for visibility
check in Seel.2

wherey is a user-defined constant. If a ngdbas camera-
camera edges, the assignment pffor the node tends to

1be chosen from the ones with camera-camera edges, be-
cause the energy becomes large if the assignment without
camera-camera edges is chosen. The energy minimization
is accomplished by belief propagatic#.[

4. Generating Dense Shape by Integrating Two
Cameras

The grid-based stereo in the previous section gives sparse
correspondences of the images of 2C1P system. The next

boring grid pointg, andgy. The data term is calculated by Step is to generate dense shape by using the correspon-
comparing the local pattern around the points between cam-dences. Since the assignments pfor each grid point

era and projector images. The regularization term is zero if represents the correspondence between a camera and a pro-
tp, andt,, are on the same line, otherwise it adds non-zero jector, two sets of point clouds can be calculated from the

cost. Refer [3] for the detailed definition.

two sets of camera-projector combination. However, the

In this paper, we extend the definition of energy to the accuracy can be improved by generating a single integrated
2C1P system by introducing camera-camera constraint asshape with two cameras and one projector. In this section,

follows:

E(T) = E(TO) + E(Tl) + Z Xpops (tpm tp1)7 3)
(po,p1)€S

where X, ,, (tpy,tp,) iS the regularization term for the
edges between camer§gs,p1). This term is defined as
follows:

0 tp, =t
Xpopl (tpo»tpl) = { I thoel’Wigle @)

we first merge the information of two cameras into a single
range image, and then optimize the range image by refin-
ing the correspondence for every pixel to generate a dense
shape.

4.1. Generating Single Range Image by Merging
Correspondence Information of Two Cameras

In the previous method with 1C1P systeid], a dense
range image was created by interpolating the grid graph in
the camera image. Now, we have two sets of grid graphs



on the 2C1P system. Since some parts of the graphs are odmage corresponding to each camera in the projector coor-

cluded from the other camera, it is not possible to integrate

dinate system. 1P (r, d,.) for cameré& is in the valid area,

the information as a range image in the coordinate systemthe data term is calculated for caméseotherwise omitted

of one of the cameras. We therefore merge the information
in the coordinate system of the projector by reprojecting the
graphs from each camera.

Fig.4 shows the situation that a grid poift of the pro-
jector pattern has correspondences with poptsndp, , of
both two cameras. Two 3D pointsspo andpsp1, are cal-
culated by the two correspondences, which usually do not
coincide due to the error of image processing and calibra-

from E(AD). The mask image is created during calculat-
ing the initial range image in Setl The pixels inRy, of
Eq.(©®) are marked as valid for cameka

5. Experiments

We have conducted experiments to confirm the effective-
ness of the proposed method. Since the contribution of this

paper is the improvements of robustness and accuracy, and
ereducing occlusion compared to the previous methad [

we experimented the proposed method to verify these im-
provements. In the experiments, we used global shutter

cameras of 160 1200 pixels that capture images at 30

tion. We integrate the depthg, andd;, from the viewpoint

of the projector by averaging them. To generate a dens
range image, the depth. for a pixelr is calculated as fol-
lows:

1 frames/second, and a liquid crystal projector 102468
dr = IR| Y. dltpp), R=RyURi  (8) pixels.
(tr.P)ER First, Fig5 shows that the proposed method can effec-
Ry = {(tp, p)|D(r,tp,) < 7,px € Vi }, (6) tively use the projected pattern and reduce the occlusion in

the reconstructed shape. (a) and (b) are the input images
of camera 0 and 1 with two objects. The right plaster fig-
ure is almost completely occluded in camera 1. (c), (d),
and (e) are the results of reconstruction by using camera 0,
camera 1, and both cameras, respectively. The left side of
the mannequin is not reconstructed in (c), and the plaster
figure is not in (d) due to occlusion. Since the proposed
method merges the information of two cameras, the both
Next, we optimize the depth by comparing the intensi- Parts are successfully reconstructed. While objects are nec-
ties at the corresponding points. Now, the depth at a point€ssary to be observed by both cameras in passive stereo sys-
r is d,, and the corresponding points of the cameras aretems, some of which use pattern projection, the proposed
Py(r,d,),(k = 0,1). If we considerAd,, which is the method can reconstruct the parts that are observed by only
small movement ofl,., the error of intensity is defined as One camera because it is a structured-light system that re-
follows: constructs shapes by a pair of one projector and one camera.
Next, we show that the robustness is improved by the
proposed method. In Fig.a cube-shaped object is recon-
structed. The cube is 0.2m on a side and the distance from

whered(t,,p) is the depth of the 3D points calculated by
triangulation oft, andp, andr is a user-defined parameter
to determine the neighboring grid point. Since evesy

is visible from the projector, the depth information can be
merged without considering occlusion.

4.2. Optimizing Range Image with 2C1P System

E(AD) =Y (Ik(Pi(r,dr + Ad,)) = L,(r))*  (7)

k=0 the cameras is about 1.7m. (a) and (b) are the input images

1 2 of two cameras. The pattern projected on the largely tilted

+ 'yz (dy + Ady) — —— Z (dp + Ady) |, faces is compressed and difficult to find correspondences.
7 @) reQ(r) Therefore, the reconstructions by the 1C1P system, (c) and

(d), are failed at several parts of the faces. (e) is the result
of our 2C1P system. The proposed method succeeded to
erak at pixelp, I,(r) is the intensity of the projector pat- reconstruct all three faces of the cube. We fitted a plane to
tern at pixelr, and@(r) is the set of neighboring pixels of each face to evaluate the accuracy of measurements. While
pixel r. The first term is the data term that compares the the RMS errors are 0.411mm and 0.398mm for the 1C1P
intensities of camera and projector. The second term is themethods with camera 0 and 1, respectively, the RMS error
regularization term defined by the discrete Laplaciam.of  of our 2C1P method is 0.331mm. The accuracy is improved
d, for each pixel is iteratively updated by addirdgl, that by using two cameras.
minimizes the erro(AD). Next, we evaluated the accuracy by calculating the dif-
Eq.(7) assumes that a 3D poiptp calculated from the  ference from the shape obtained by a close-range 3D scan-
pointr and its depthi,. is visible from both cameras. Itis ner, which have better accuracy. Fighows the difference
however not true in an actual situation. Therefore, the vis- by color. The object is about at 2.0m from the cameras.
ibility check is needed in this step. We introduce a mask (a) and (b) are the results from the 1C1P and 2C1P meth-

whereAD is the set ofAd,., I.;(p) is the intensity of cam-
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(a) (b) (©) (d) (e)
Figure 5.(a) and (b) are the input images of camera 0 and 1 with two objects. The right plaster figure is almost completely occluded in
camera 1. (c), (d), and (e) are the results of reconstruction by using camera 0, camera 1, and both cameras, respectively.

(a) (b) (©) (d) (e)
Figure 6.(a) and (b) are the input images of two cameras. (c) and (d) are the reconstructions by the 1C1P system. (e) is the result by our
2C1P system.

ods, respectively. It can be recognized that the difference rable 1.The number of correct/incorrect correspondences by us-
in (b) is smaller than that in (a) by color. Since the RMS N9 °n€ csrl?ne]rgfor two i?:Tgr;Séthod et
differences are 2.63mm and 2.22mm for 1C1P and 2C1P

thod tivelv. it indicates th .. d grid points | correct incorrect| correct incorrect
methods, respectively, it indicates the accuracy is improve @ 30 432 0 232 0

by the proposed method. (b) 540 448 92 536 4
Next, Fig8 shows an example of the extreme case that
the projector and cameras are at degenerated position. We
tested with two camera arrangements shown in8H).
The camera arrangement (a) is configured so that all thestruct the shape of a sphere in the setup (a). While camera
epipolar lines and grid lines to not be parallel to avoid de- O in the setup (b) failed, the proposed method successfully
generate position, whereas, the camera arrangement (b) iseconstructed the shape.
at a degenerated position that one of the camera was set to Tablel shows the statical result on detecting correct cor-
be parallel. Since the epipolar plane between camera 0 andespondences of grid points for the cases in &igThe
the projector is parallel to one of the wave line direction, numbers of grid points are the sum of points detected on
the wave line does not curve regardless of the shape of thecamera 0 and 1. In the setup (a), the reconstructions by
object. It means the connectivity of grid points given by the both 1C1P and 2C1P systems find correct correspondences
wave line has no information, which causes the failure of from all grid points. In the setup (b), many incorrect cor-
3D reconstruction by the 1C1P systeir] respondences by the 1C1P method are chosen because of
The input images are shown in Fé§2) and (3). Since the failure of camera 0. The number of incorrect correspon-
the horizontal wave line is parallel to the epipolar line be- dences is significantly reduced by the 2C1P method, which
tween camera 0 and the projector in the configuration (b), indicates that the correct correspondences are found even in
the pattern observed by camera 0 does not curve. In thiscamera O of degenerated position.
case, the connectivity obtained by the horizontal pattern Finally, Fig9 shows an example of capturing a person in
does not have useful information, because it is trivial by motion. (a) and (b) are three frames of the input video of
the epipolar geometry. Fig4), (5) and (6) show the re- camera 0 and 1, respectively. (c), (d), and (e) are the results
constructed results from camera 0, camera 1, and from bothof reconstruction by using camera 0, camera 1, and both
cameras, respectively. All the cases succeeded to reconeameras. In some cases, the 1C1P method fails to find the
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Figure 7.The differences from the shape obtained by a close-range

3
[4]

—_

(5]

(6]

(7]

(8]

3D scanner are calculated. (a) and (b) are the results by the 1C1P[9]

and 2C1P methods, respectively.

correct correspondence because of the inappropriate con-
figuration of the pattern. Wrong correspondences occur at
similar positions in different frames as shown by red cir-

clesin (c) and (d). Since the wrong correspondences are re-

(10]

11]

duced by the 2C1P method, it shows the proposed metho&lz]

improves the robustness to find the correct correspondence.
[13]

6. Conclusion

In this paper, we proposed an active 3D reconstruction

with two cameras and one projector (2C1P) system. The[14]

system reconstructs the shapes from a single frame of each
camera by finding the correspondence between the camer
and the projector based on projected wave grid pattern. We
introduced camera-camera constraint, which is represented

a85

as an edge between the grid graphs detected in camera i 6]

ages, to extend the one-shot 1C1P method with the wave

grid pattern. Since the corresponding information of two [17]

cameras is merged and optimized, it was shown in the ex-

periments that the proposed method contributes to reducinqlg]

occlusion, and improving robustness and accuracy. In future

work, we plan to extend the proposed method to capture thel19]

entire shape of an object.
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Figure 8.The proposed method (2C1P) is compared to 1C1P system with two different setups, (a) and (b). (a) is configured so that all the
epipolar lines and wave lines to not be parallel to avoid degenerate position, whereas, (b) is a degenerated setup that one of the camera was
set to be parallel. Therefore, the pattern observed by camera 0 does not curve in (b)-(2). All the cases succeeded to reconstruct the shape
of a sphere in the setup (a). While camera 0 in the setup (b) failed, the proposed method finds correct correspondences.

(a) (b) (©) (d) (e)
Figure 9.An example of capturing a person in motion: (a) and (b) are three frames of the input video of camera 0 and 1, respectively. (c),
(d), and (e) are the results of reconstruction by using camera 0, camera 1, and both cameras. Red circles indicate wrong correspondences.



