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ABSTRACT

In this paper, we proposean efficient methodto make a
3D city mapfrom real-world video datausingdigital map.
To achievethispurpose,mainlytwo problemsmentionedbe-
low exist.

1. Videodatais usuallyhuge,sosuitabledatastructureis
neededfor anefficienthandling

2. To construct3D map from video data using digital
map,matchingbetweenvideodataanddigital mapis
needed

To solvethefirst problem,weproposeanautomaticorga-
nizationmethodfocusingonvideoobjectsto describevideo
data. Actually, we divide spatio-temporalspaceinto video
objectswhich representindividual buildings by EPI analy-
sis.

To solve the secondproblem, we use DP matching
method.WhenweapplyDPmatchingmethod,weusedepth
informationobtainedfrom thereal-world videoby EPIanal-
ysis. And this methodsuccessfullyimproved the precision
andreliability of theDPmatching.

Onits implementation,wemadetwo sampleapplications
to demonstratean effectivenessof our proposedmethod.
First applicationis a “Interactive Q&A System”which ex-
tracts an video object from video data automaticallyand
makes DPmatchingbetweenvideo data and digital map.
Secondapplication is a “3D modeling program” which
makesanVRML 3D mapfrom DPmatchingresult.

Both applicationsprove that our method is working
enoughefficient for ourpurpose.

1 Intr oduction

Recentprogressin technologymakespossibletheseam-
lessintegrationof thevirtual world andthe real world, and
as a result of this progress,mixed reality has becomean
important and popular technology. In this mixed reality,
real-world dataand computationaldatamust be relatedto
eachother and much researchhasbeendonein this area.
To integratethereal-world andthevirtual world, photomet-
ric(imagebased)or geometricmatchingis necessary. How-
ever, mostresearchis concentratedon onesideandlessad-
dressesboth. So we proposea new matchingmethodbe-
tweenreal-world videodataanddigital mapscontainingge-
ometricdata.

Of coursewe cannot matchthe differentkind of data,
so first we mustmake the samekind of patternfrom both
real-world videoanddigital maps.In thefollowing section,
we explain how to make thesamekind of patternfrom real-
world videoanddigital maps.

Consequently, we proposea matchingmethodbetween
the real-world anddigital maps. It alsocontainsa method
to obtain3D informationby usingtheopticalflow which is
acquiredfrom video-datato make goodquality matching.

Finally, weshow someapplicationsof anexampleof this
matchingmethodandwe alsopresentacquiredmodelsof a
3D city map.

We usefollowing speciallytaken video datafor our re-
search.

TargetVideo Videois recordedfrom a vehicleon which a
camerais perpendicularlyinstalledto the directionof
movement.

2 Make Pattern fr om real-world videodata

Videodatausuallycontainsno typical structureto make
matchingwith a digital map. So we have to find out con-
venientstructurefor matchingfrom video data. And video
datais too large for reasonablehandlingon a computerso
wehave to developsomeefficient managementmethod.

To satisfy these conditions, we propose “panoramic
boundaryedgepattern” for matchingand “video object”
baseddatastructure[6] for efficient handlingof videodata.
Now Video object is popular becauseMPEG–4 systems
adoptit for its main technology, but, extracting video ob-
jects from video datausually incurs somedifficulties and
still remainsasa difficult matter. In this paper, we propose
a specializedextractingmethodfor real-world videowhich
is speciallyrecordedasmentionedabove. This videoobject
extractingmethodis basedonEPI(epipolarplaneimage)[2].
Fig.1 is a usualEPI, but, in this situation,most buildings
are the samedistancefrom the vehicle, the EPI looks like
Fig.2,andeachbelt is theoreticallymatchedwith onebuild-
ing. Furthermore,the EPI is basedon the vehiclehaving a
constantvelocity, andsincethevehiclecan’t moveof afixed
speed,somesolutionis needed.

Consideringthe factsmentionedabove, we createdthe
panoramicboundaryedgepatternasusingthefollowingpro-
cess.

1. make“edgebasedEPI” from videodata

2. extractvideoobjectfrom videodatausingEPIanalysis
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Figure1. Tracking Imageof singular point on EPI.
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Figure 2. EPI madefr om the samedepth of build-
ings.

3. make panoramicboundaryedgepatternusing video
objectdatabase

Detailsof theprocessareexplainedin thefollowing sub-
sections.

2.1 Making of “edgebasedEPI”

Therewasalot of researchaboutEPIin thepast,butmost
of themusedthevideocarefully takenin thelaboratoryand
not appliedto real-world video data. Actually, real-world
video hasa lot of noiseand difficult to simply apply EPI
analysisto it. In this paperwe proposea new EPI analysis
methodcalled“edgebasedEPI” to analyzereal-world video
dataefficiently. In the following section,we show how to
make the“edgeEPI” andhow to carryout “edgebasedEPI”
analysis.

2.1.1 Edgedetectionusingperceptualorganization

Beforewe explain aboutedgedetectiontechniques,we
mustdiscusswhy we chosethis techniqueto getthebound-
ary of the building andwhy othereffective techniqueslike
texturebasedsegmentationareleft. It ismainlybecausereal-
world videoof anurbancity usuallycontainsa lot of linear
edgeswhichcommonlycoincidewith thestructureof build-
ings.Thedetectededgesexactlycoincidewith theboundary
of thebuildingsin many cases.

Thesequenceof edgedetectionusingperceptualorgani-
zation[8]is asfollows.(seeFig.3asreference)

Strong Horizontal edge

Strong
Vertical
edge

Section with Strong
Horizontal edge

Boundary
 edge

Figure3. Structur e of the building

1. Detectthe vertical edgeby using a Canny algorithm
andif the edgesareat an angleof

���� or lesson both
sides,thengroupingthemontooneedge.

2. In thesamewayasProc.1,detectthehorizontaledges.

3. Theverticaledgesdetectedby Proc.1have a lot of er-
rors,suchaswindow frames,etc. To solve this prob-
lem,removeall theverticaledgesin thesectionswhere
stronghorizontaledgesaredetected.

2.1.2 Assumptionof velocity

First, we get the motion vector by a simple block-
matching method. However, the simple block-matching
methodusuallyhasa lot of noise,sowe applytheGaussian
filter shown on (1) to assumea reasonablevelocity.

��� �	��

������������������ � ��!#"� � �%$ &('%)+*,�.-0/�� �	�1!#23$ &4�
� �

(1)

A sampleof the retrieved data is shown in Fig.4. It is
possibleto seethe broken lines(retrieved by simpleblock-
matchingmethod)have improved to a solid line(apply a
Gaussianfilter).
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Figure4. Result of assumedvelocity

2.1.3 Result of our method

TheEPImadeby plotting theedgesin Sec.2.1.1with the
adjustmentof velocity in Sec.2.1.2is shown in Fig.5(leftbe-
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low) and Fig.6(above). This is what we call “edge based
EPI” andthisEPIonly hasdotson it, sowecaneasilydetect
lineson this imageplane.
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Figure 5. Spatio-temporal image consists of de-
tectededge

2.2 Extracting videoobject using “edgebasedEPI”

In Fig.6, you canseeplotteddotsform many lineswith
a almostthe sameslope. To make a videoobject,we must
get a straightline from theEPI to distinguishthebelt from
theotherone.In thispaperweusetheHoughtransformation
shown as(2) to geta straightline from theEPI.

} 
�~�����������/��������
(2)

Theslopein theEPI is almostthesame,so theangleof
slopeis restrictedto anarrow range,andthereforethecalcu-
lationcostis notsogreat.Thenweremovethelinesconcen-
tratedin narrow spaceandleaveonly theendsof bothsides.
Theresultof theseprocessesareshown in Fig.6(below), and
in the end,we canobtaina video objectsimply cut off the
EPI on thisestimatedstraightlines.

2.3 Panoramic boundary edgepattern

We canhave PVI ( PanoramicView Image) by cutting
EPI vertically shown in Fig.7. We restorethe video object
dataon PVI andremove all textureson PVI andleave only
boundaryedgeof thebuildingson it, thenwe canhave the
“panoramicboundaryedgepattern”asshown in Fig.7(right
below).
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Figure6. EPI madefr om edgedata

Panoramaic boundary edge pattern

Figure7. “Panoramic boundary edgepattern”

3 Makea pattern fr om a digital map

Sincethetargetis areal-world videotakenfrom avehicle
ontheroad,themodelcreatedfrom thedigital mapneedsto
correspondto this. By relating the geometricoperationto
thedigital map,thepatternof theboundaryof thebuilding
seenfrom theroadcanbeobtained.Theprocedurefor mak-
ing a boundarypatternof thebuildingsalongthe roadis as
follows.

1. Describeat leasttwo buildingswhich faceto theroute.

2. Determinethepathwhich tiesthetwo describedbuild-
ingsin Proc.1.

3. Createamodelof theboundarypatternsof thebuilding
whichexistsbetweenthedescribedbuildings.

In Proc.1,both descriptiondonemanuallyor automati-
cally by GPSis supposedin our system.On this implemen-
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tationmanualdescriptionovernetwork is supported.Details
areexplainedin Sec.6.1.

In Proc.2,sincethe describedinformation in Proc.1is
only the locationof the two buildings, the systemmustas-
sumetheroutewhich thevehicletravels.Thisassumptionis
doneautomaticallyasfollows. Sincetheroaddataprovided
by thedigital mapis asshortas

��������� �
, thesystemfirst

searchesthetwo roadswhich eachbuilding touchesrespec-
tively. Then, the shortestpathto connectthe two acquired
roadsis obtained.

In Proc.3,the boundarypatternof the buildings is cre-
atedby orthogonalprojectionfrom therouteto thebuildings
(consistingof polygonaldata)in thedigital map.

Fig.8showstheautomaticmodelingof theboundarypat-
ternof thebuildingsobtainedfrom thedigital mapusingthe
two pointsdescribedon themap.

Boundary pattern
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Figure8. Automatic configuration of pattern.

4 Acquiring depth fr om video

We useDP matchingfor matchingmethod.Scalingand
positioningby DP matchingallows us someerrors in the
modelingof theboundarypattern,but asthedistanceof the
startandendpoint becomesgreater, errorsincrease.Also,
DPmatchingneedsapairof correspondentpointsat theboth
endsof sides,whichusuallycontainsomeerrors.

So far, we have implementedthesematchingmethods
usingsimpleDP matching,but errorsbegin to be conspic-
uouswhen6 or 7 buildingsexist betweenthecorrespondent
pointsandthis methodis not sufficient in practicaluse. In
this paper, to avoid theseerrors,we usedepthinformation
in additionto simpleedgepatternandachieve high quality
matching.

In this section,we shall explain the reliablemethodof
acquiringdepthdatafrom real-world video.

Regardingthe acquisitionof 3-dimensional(3D) infor-
mationin atownscape,variousresearchhasbeenmadein the
past. Normally a camerais fixed in the directionof move-
mentandanalyzingthe crosssectionof the spatiotemporal
imageof the EPI [7] is suitablefor the urbancity in which
moststructureconsistsof planes.Moreover, analysisusing
the factorizationmethod[11] with therestrictionthaturban

city’smostlyconsistof planes,suchasbuildings,etc. is con-
siderablyeffective.

But, in anactualcity environment,it is difficult to acquire
3D informationasright theorydueto many obstacles,such
astelegraphpolesor treesandbuildingssometimesconsist
of complicatedstructuresinsteadof planesurfaces.Actual
buildingscontainmany complex textureandit oftenresults
in difficultiesonextractingthefeaturepoints.

Overall, in this paper, we apply a techniquecalled the
“dynamicEPI” methodtogetherwith the“panoramicbound-
ary edgepattern”mentionedin Sec.2.2 to acquiredepthin-
formationfor thematching.

To acquiredepthinformation,weusetheEPIplanemade
in Sec.2.2. On thisEPIplane,boundarylinesarealreadyde-
tectedandthezoneinsertedinto theadjacentboundaryedges
is consideredonebuilding or a gapbetweentwo buildings.
So, acquisitionof depthinformation is madeby assuming
the relationshipof the adjacentzonesby the motion vector
analysiswhich representsthezone.

The actual process of acquiring depth is as
follows(Fig.9).

1. All the framesaredivided into vertical slits, and the
motion vector of all thoseslits are assumedusing a
block-matchingmethod.

2. Clusterthe motion vectorsof all the slits includedin
the samezone. Then selectthe maximumcluster in
the zoneand calculatethe averageof this maximum
clusteranddefinethis valueasa representative value
of thiszone.

3. By usingtheserepresentativevalues,assumethetarget
zonesdepthinformation

This methodis like a videogametechniquein which the
front objectmovesfasterandthebackgroundmovesslowly.
Thedepthinformationof thezoneacquiredby thistechnique
is shown in Fig.10. Thesignsin this figurearethe index of
the building which are all donemanuallyand the capital-
letterJ expressestheintersection.

It turns out that this methodstill producessomenoise,
but canacquiredepthinformation to a satisfactorydegree.
In particular, deepdepthssuchas intersectionscan be de-
tectedwith highstabilityby settingupagoodthreshold.So,
usingthedepthinformationfor matchingbelow, mainly in-
tersectiondatais used.

5 Matching betweenthe real-world and digital maps

In thepast,therehave beensomeattemptsto matchthe
real-world andmaps. For example,usingan aerial photo-
graph [9] or silhouetteof a distant view of buildings [5]
as a real-world image. The former usess stereomatch-
ing methodwith featureextractionandthe latterusesa DP
matchingmethod.Sincethey usedifferentkindsof images
for thereal-world, matchingmethodis certainlydifferent.In
thispaperweusetheDPmatchingmethodfor thefollowing
reasons.

� DP matchingis an old andsimple methodand there
is a lot of work to fastenthe calculation. In addition,
implementationis alsoeasy.
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Figure9. Acquir edepth by motion vector

� Matchingpatternmadein this paperusuallychanges
its length,but not its order.

� We can easily add new patternlike depthpatternon
original one.

For matching,weusethe“panoramicboundaryedgepat-
tern” acquiredfrom the real-world video statedin Sec.2.2
andthe boundarypatternmodelsobtainedfrom the digital
mapstatedin Sec.3.

5.1 DP matching

When the two buildings are describedin real-world
video,thetwo buildingscorrespondto thebuildingsin adig-
ital map. With this describedcorrespondentpoint, we can
make DPmatchingbetweenvideodataanddigital map.

Theresultsof matchingwith depthinformationis shown
in Figs.11and12.

Moreover, the matchingresult in the caseof no depth
informationis shown in Fig.13.

5.2 Evaluation

ComparingFig. 12 with 13, it turnsout that the accu-
racy of matchingis improvedgreatlyby usingthedepthin-
formation obtainedby the “dynamic EPI”analysis. Fig.14
shows the squarederror valuesof both matchingresult by
bargraph.

It is awell known factthatDPmatchingis greatlydepen-
dentonthematchingweight,but in thisimplementation,sev-
eralexperimentshowsweightdoesn’t influencetoomuch.It
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Figure11.Path of DP matching.

is mainlybecausewecanobtainintersectionfrom videodata
with goodquality.

Also, Effectivenessof edgedetectionis importantfactor
for this method. We tried detectingthe edgewith various
thresholdandfinally we obtainrobustandreliablevalueir-
respectiveof videodataandmap.

We alsotried the sameexperimentin several streaming
videos,andhavealmostthesameandsufficient result.

6 Implementation of prototypesystems

6.1 Real-timeQuery and Answer system

Fig.15shows anexampleimageof thesystem.This sys-
tem hasmainly two functions,one is to get corresponding
point for DPmatchingandtheotheris to answerthequeries
asked by users. Both functionscanbe doneover network,
in particularthe Internet,andbeprocessedin real-time. To
realizethis function,thesystemsareall written in Java lan-
guageand work on any browser which can run Java with
JMF[1].

Fig.15 is a samplesceneof describingcorresponding
pointonstreamingvideoby indicatingbuilding by pointer.
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Figure 13. Result of DP matching without depth
information.

6.2 Retrieval of individual building images

This systemcreatesa texture databaseof buildings by
cuttinganddividing a textureimagefrom thevideodatafor
eachindividual building.

All divisions are done automaticallyby projecting the
correspondingedgepatternobtainedby the DP matching
to the panoramicimage(Fig.16)madeusing a mosaicing
method[10].

An exampleof theretrievedtexturedatabaseis shown in
Fig.17.

6.3 An automatic construction of 3D virtual map

Using the resultsof the former two systems,we madea
systemwhich cangeneratea 3D virtual mapautomatically
with a VRML form. This systemworks in two phasesas
follows.

1. make a geometricmodelusingthedigital map

2. put the texture data(retrieved in Sec.6.2) onto a geo-
metricmodel

In bothprocesses,sufficientaccuracy of thematchingbe-
tweenvideodataanddigital mapis neededfor practicaluse.

Figure14.Err or valueof DP matching

selected image

streaming video
description

Figure15.A snapshotof description

A 3D mapmadeby thissystemis shown in Fig.18.

7 Conclusions

We proposeda automatic3D modelingmethodof a city
mapfrom real-world videousinga digital map. To achieve
this target, we mustsolve somedifficult problems,suchas
structuringof videodataandstablematchingmethod.The
former problemsare settledby adoptingvideo objectsfor
datastructure,and the latter problemsare fixed by using
depthinformationfor matching.To acquiredepthinforma-
tion from video data,we proposethe “dynamic EPI” anal-
ysis. The “dynamic EPI” unlike usualEPI analysiswhich
concentratedon staticimageprocessingusesmotionvector.
And by “dynamicEPI” analysiswesuccessfullydetectdeep
depthwith robustandgoodquality.

On its implementationwe divide the requiredfunctions
to make 3D modelsof city mapsinto threesystems. The
first systemis the Q&A systemusedto make important
andbasicmatchingbetweenreal-world video and the dig-
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Figure16.Panoramic imageby videomosaicing.

Figure17.Texturedatabaseof buildings.

ital map(Sec.6.1). Thesecondis anautomaticretrieval sys-
tem which retrieves an individual texture of the building
from video data(Sec.6.2). The third makes a 3D map by
integrating both the first and secondsystem’s result into
VRML(Sec.6.3).

In the future,decreasingerrorscausedby the many ob-
staclesexistentin thecity, suchastelegraphpolesandtrees
is needed.We arenow trying to acquiremoreprecisedepth
dataandboundaryedgesof buildingsfrom video.Moreover,
examinationof thefurthereffectiveuseof the3D modelstill
remainsanimportanttheme.
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