Space-time Analysis of Spherical Projection Image

Shintaro Ono! Takeshi Mikami?
TThe University of Tokyo
Ee—405, 4-6—1 Komaba, Meguro-ku,
Tokyo, JAPAN 153-8505

{onoshin,ki}ecvl.iis.u-tokyo.ac.jp

Abstract

In this paper, a novel analysis of space-time volume of
spherical projection image is presented. So far, space-time
analyses have been extensively conducted for various pur-
poses, i.e. 3-D reconstruction, estimation of camera motion
and novel view synthesis and most of them consider only a
planer projection and a single camera. In contrast, we con-
ducted analysis on spherical projection for multiple cam-
eras. Since spherical projection does not change its appear-
ance in relation to rotation around the origin of the sphere,
extrinsic camera parameters and synchronous parameters
of multiple video cameras can be simultaneously estimated
by registering multiple space-time volumes of spherical pro-
Jection, which can be easily achieved by block-matching
technique. By using the parameters, multiple video images
can be successfully integrated into single omni-directional
images without distortions.

1 Introduction

In the past, space-time analyses have been extensively
performed for the various purposes, such as the 3-D recon-
struction of a scene, estimation of camera motion, novel
view synthesis and so on. These research usually involved
only a planer projection and a single camera at a time. In
this paper, unlike the method, we presented a novel analysis
of space-time volume, which involves spherical projection
and the use of multiple cameras simultaneously.

A key notion proposed in this paper is representation of
a spacetime image in a spherical solid and its analysis. In
spherical space-time representation, the shape of a space-
time volume acquired from a spherical projection image
becomes invariant in relation to rotation around the origin
of the sphere. Therefore, by registering multiple spacetime
volumes in spherical space-time, extrinsic camera parame-
ters and synchronous parameters of multiple video cameras
are simultaneously acquired, and each camera image can be
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directly integrated with no distortion by using the parame-
ters.

This paper is organized as follows. Section 2 describes
related studies on space-time analysis, while section 3 ex-
plains various kinds of space-time representations including
our proposed spherical projection. Following this discus-
sion, we explain how to analyze multiple space-time vol-
umes in section 4, and show the experimental results in sec-
tion 5. Section 6 concludes our method.

2 Related works on space-time analysis

So far, extensive studies on space-time analysis of video
camera images have been performed [2, 1, 10, 6, 7, 9].
However, most of the previous work involved only a planer
projection and one camera at a time. Kawasaki et al.[4] pro-
posed a space-time analysis for cylindrical projection and
effectively retrieved 3D infromation. They also proposed
the space-time analysis for multiple video cameras [5] to
estimate synchronous parameters between them by analyz-
ing multiple Epipolar Plane Images (EPI)[2, 1], where the
cameras are mounted on the roof of a capturing vehicle.

However, their method presented several problems.
First, position and orientation of multiple cameras must be
known in advance and could not be refined. In the second
place, they assumed a virtual projection plane common to
every camera, and thus, non-uniformity of resolution in pro-
jected images arose, especially in the case of a camera di-
rection is nearly parallel to the virtual plane.

In our proposed method, by using spherical projection
for space-time analysis, extrinsic camera parameters and
synchronous parameters of multiple video cameras can be
comprehensively estimated, also providing a solution to the
resolution problem.

3 Space-time volume of spherical projection

In this paper, we introduce a novel type of space-time
representation, a spherical representation, which has unique



Figure 1. Planer projection of space-time and
EPI.

features in regard to its invariancy. In advance of introduc-
ing it, we define simpler representations step-by-step and
clarify features of our representation.

3.1 Planer projection

In this case, a space-time image is represented by a vol-
ume shaped as a rectangular solid as shown in Figure 1,
which can be composed by simply accumulating sequential
images along a temporal axis orthogonal to the images. It is
known that an image that appears on the face of a horizon-
tal cross-section of the volume becomes a so-called Epipo-
lar Plane Image (EPI), if these sequential images are cap-
tured by a camera with horizontal movement. However, this
space-time representation can not deal with more than two
cameras at a time, except in the case of orthographic pro-
jection images. In order to consider associations between
multiple video cameras, introduction of a common coordi-
nate becomes necessary [5].

3.2 Cylindrical projection

Another considerable representation of space-time is to
project a camera image to a virtual cylinder whose centroid
is located at the optical center of the camera, and generate
a volume as shown in Figure 2. Features of this cylindrical
space-time volume are that an image similar to EPI appears
on the face of cross-sections by a circle concentric with the
cylinder, and a Panoramic View Image (PVI) appears on the
face of cross-section by a radius of the cylinder [4].

In this representation, the shape of the volume is invari-
ant in relation to rotation around the axis of the projection
cylinder.

3.3 Spherical projection

Our novel representation of space-time proposed is a rep-
resentation by a spherical projection. By defining the tem-
poral axis proportional to radial direction of the sphere, we
can represent space-time by a spherical solid. Figure 3-(a)
shows the conceptual image of the representation. As in

Figure 2. Cylindrical projection of spacetime.

the case of the cylindrical projection, deformed patterns of
EPI or PVI appear on the face of cross-section of the vol-
ume(Figure 3-(c) and (d)).

The most important feature of this representation is that
shape of the spacetime volume is invariant in relation to any
rotational shift around the origin of the sphere. Free pa-
rameters in this representation are any rotational elements
around the origin («, 8 and ), in addition to time (7). In
this paper, we call this representation of space-time volume
a “spherical space-time representation.”

Taking advantage of these features, sequential images of
multiple cameras captured under specific conditions can be
spatially and temporally calibrated at once through 4-DOF
(Degrees Of Freedom) volume-to-volume registration. De-
tails are presented in the next section.

4 Analysis of multiple space-time volumes

In this section, we consider the interrelation of multiple
spacetime volumes (STVs) . As described in the previous
section, “spherical space-time representation” has four free
parameters, and thus, STVs can be freely shifted along such
parameters with its representation kept invariant. That is to
say, if extrinsic parameters of multiple cameras, except for
the above parameters, are known, and corresponding STVs
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Figure 3. Concept(a) and examples(b-d) of
spacetime sphere.

are converted to a united coordinate system, STVs can be
registered by shifting them along free parameters.

4.1 Configuration of multiple cameras

First of all, we have to consider configuration of cam-
eras where their extrinsic parameters, except free parame-
ters, can become equal. Since a configuration with such a
condition satisfied is proposed by Kawasaki et al.[5], we
follow their configuration. As shown in Figure 4, multiple
video cameras are arranged on the roof of a capturing ve-
hicle in a line parallel to its moving direction. Although
the optical centers of each camera are not spatially coordi-
nated to the same point, they can be brought together at a
different time in each camera. Therefore, by directing the
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Figure 4. Configuration of multiple cameras.

Capturing vehicle

optical axis of each camera radially, camera images looking
in each direction can be captured per every sampling point
on the running path of the vehicle. From here we can syn-
thesize omni-directional images without distortions caused
by disagreement of optical centers.

For the sake of convenience, we assume the motion of
the cameras is uniform-straight in this section. However,
no limitation is imposed for camera motion in our proposed
method itself.

4.2 spacetime parameters

Next, we clarify parameters to be estimated. When
synthesizing multiple video streams into a single omni-
directional video stream, camera parameters required for
synthesis can be described as follows:

Al; Rl(T)> tl(T)> 61(T)
Az, Ra(T), t(T), 6&(T),

0,
. . . . (1)
An, RN(T), tn(T), on(T)

where NN is the number of cameras, T is time, A,, is the
intrinsic matrix, R,, and t,, are the rotation matrix and tran-
sition vector, and d,, is a synchronous parameter, i.e., the
difference in time between cameras n and 1 when optical
centers of each camera agree. In this paper, we call these
parameters “‘spacetime parameters” of a video camera.
Meanwhile, in our camera configuration, some more
constraints are added to these parameters. First, R,, and £,,
are defined in reference to a coordinate system on the ve-
hicle. Since we aim to synthesize omni-directional images
seen from the vehicle coordinate system, they becomes in-
variant in relation to 7". Second, regardless of the arrange-
ment interval of the cameras shown in Figure 4, each cam-
era passes through the point where camera No.1 existed at
some previous time, and each camera image captured at that
point can compose a distortion-free omni-directional image.
This means that ¢,, is integrated inside synchronous param-
eter d,,. 0, also becomes invariant in relation to time, if
movement of the vehicle can be regarded as uniform.



4.3 STV-STYV registration

Next, we describe a concrete process of STV-STV reg-
istration. Hereafter, intrinsic parameter A,, is assumed to
be estimated in advance by an existing method, and STV
is successfully generated. Registration can be performed
simply by shifting free parameters and searching an opti-
mal point with the highest correlation between two STVs,
F and GG. The correlation can be evaluated by the following
equation,

S(FG) = OB G @
V-G -G
where X means to take an average of X inside intersected
regions.

A positive feature of this method is that it does not re-
quire the searching of corresponding points, unlike conven-
tional space-time analysis such as factorization. Registra-
tion can be robustly performed by a block-matching based
process. Additionaly, little overlap for adjacent cameras is
necessary in configuring cameras, since temporal informa-
tion is fully utilized.

4.4 Image integration

Once spacetime parameters A,,, R,,d,(n = 1,...,N)
are estimated, integrated video images can be acquired di-
rectly since the surface of a spacetime sphere or the cylinder
itself at each time represents integrated images. See Figure
5(b) or 6 for an illustration of these images. Such image in-
tegration technique is an important research topic for both
CV and CG[3, 8].

S Experiments and results

To confirm the effectiveness of our proposed method, we
carried out several experiments using real video images. In-
trinsic camera parameters are assumed to be given as initial
values. Video images are captured by driving along a down-
town highway in our capturing vehicle, configured as shown
in Figure 4.

As a result, matching three STVs in a spherical repre-
sentation, is shown in Figure 5. In this case, STVs can be
shifted to a latitudinal direction (/3), in addition to a longi-
tudinal and temporal direction (v, T'). Three images each in
Figure 5(a) are images on the surface of a spacetime sphere,
estimeted to be correspond temporally as a result of 3-D
block matching. As seen in Figure 5(b), camera images are
successfully integrated into a panoramic image.

Figure 5(c) shows examples of a cross-section of
matched STV, cut by a plane including the origin of the
sphere. After the registration process, these cross-sections

Figure 5. Result of STV registration.(a) input
images, (b) stiched result and (c) cross sec-
tion of STVs cut by a plane.



Figure 6. Registered result of STVs captured by nine video cameras.

were shifted to be integrated, which indicates that three

videos are successfully integrated, achieving both spatial

compliance and temporal compliance with each other.
Figure 6 shows another result of registering nine STVs.

6 Conclusion

In this paper, we have introduced a novel analysis
for space-time volume of spherical projection to create
distortion-free omni-directional images from multiple video
cameras. Since spherical projection is consistent with any
rotation around the optical center of a camera, extrin-
sic camera parameters and synchronous parameter of the
muletiple video cameras can be estimated by correlation-
based robust registration method.

By using these parameters, multiple camera images can
be successfully integrated into a panoramic image without
distortions, achieving both spatial and temporal compliance
between all video streams. The effectiveness of our method
can be confirmed through experiment using real videos.
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