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ABSTRACT

In this paper, we propose an image-based approach to
synthesize a novel view image for mixed reality (MR) sys-
tems. Theoretically, the image- based method is good for
synthesizing realistic images, but it is difficult to achieve in-
teractive handling of the object. As a solution, we propose
a new method based on the “surface light field rendering”
technique . With this method, we can synthesize the objects
with arbitrary deformation and illumination changes. To
demonstrate the efficiency of this method, we describe suc-
cessful experiments that we performed using objects with
non-rigid effects (e.g. velvet and Tatami carpet) which are
difficult to render correctly by the use of general model-
based rendering techniques.

1. INTRODUCTION

Image-based rendering (IBR) technique has now become
one of the major topics of the computer graphics (CG) and
vision research areas; this is due to IBR’s its great potential
for photo-realistic image synthesis with complicated shapes
and non-rigid effects (e.g., animal fur and velvet) whose
rendering has been historically difficult. In recent years,
principles and various kinds of implementation and theo-
retical analyses of IBR have been proposed and published
one after another.

However, for practical use of IBR, for example, for MR
systems, little research has been done and few actual appli-
cations have been developed. Although there may be many
reasons for this, the following two reasons are significantly
important:

• Huge data size

• Lack of Interactivity

The data size of IBR is very large compared with that
of other major model-based methods. The data size is a
very important and crucial issue for actual implementation
of IBR because, theoretically, real rays can be described in
7 dimensions, an amount that too big for efficient handling

and storage. There have been many attempts to reduce the
data size without degrading the quality of synthesized im-
ages; also, many theoretical analyses have been conducted.

Even if we can conquer the data size problem, there still
remains the important issue of “interactivity” for practical
application. So far, little research has been devoted to re-
alizing interactivity for IBR. In this paper, we describe an
initial attempt to achieve an interactive extention for IBR.

1.1. Related works

One of the key concepts developed in the IBR is the plenop-
tic function[1]. However, in reality, it is difficult to ap-
ply this method for rendering novel view images because
of huge data size, some reasonable methods have been pre-
sented. “Lumigraph”[2] and “Light Field Rendering”[3] are
the 4D plenoptic function with clever parameterization. Re-
cently H.Shum et al.[4] proved the relationship among three
elements for IBR: the depth, the minimum number of sam-
pling images, and the rendering resolution.

On the other hand, there are several recent researches
that extend the IBR for more efficient handling and illumi-
nation changes. The surface light field, a term coined by
Miller et al. [5], is a function that assigns an RGB value to
every ray emanating from every point on a surface.

Nishino et al.[6, 7] and Wood et al.[8] extend a surface
light field rendering in an efficient manner. The basic idea
of their research is almost the same, but their purpose and
data compression algorithms are different. Wood et al. also
proposed an editing system and managed to render a slightly
deformed object under a limited condition.

1.2. Purpose and Goal

As mentioned in the Introduction, we attempt to realize the
interactivity for the IBR technique. The word “interactivity”
has many meanings and ambiguities depending on research
and individual applications; therefore, it is necessary for us
to define the word precisely, especially with regard to MR
systems. Once defined, we can then clarify the purpose and
the goal of our research more concretely.



Interactivity Basically, we assume that the interactivity has
three key elements. The first element is the arbitrary
motion of the object, including deformation of the ob-
ject. The second is the arbitrary illumination change.
The third is time consistency.

Purpose and Goal Based on the previous definition, the
purpose of our research to achieve the interactivity
for IBR can be translated as“rendering arbitrarily
positioned objects with arbitrary deformation and
illumination in real time”. Especially, in this paper,
we are interested in rendering objects which are dy-
namically moved and/or deformed correctly.

Significance There are only a few papers which describe
attempts to synthesize deformed objects with IBR.
Also, we realize BTF(bidirectional texture function)[9]
for actual 3D object which have never before been
done. (Note that, to realize this, efficient data acquisi-
tion, accurate alignment and calibration is essential.)

2. THEORY AND ALGORITHM OVERVIEW

Rendering the moved and/or deformed object with non-rigid
surface effects correctly is hard to achieve using previously
available IBR techniques. In this paper, we make a new
data structure and propose an original synthesis method to
accomplish our purpose. In the following sections, we will
introduce the algoritm and data structure.

2.1. Image capturing process

To make the data for our purpose, we configured the origi-
nal data aquisition system “light dome” shown in Fig.1. In
this system, the rotation table turns automatically to δo di-
rection and CCD images are also taken automatically. We
can also change the φo and θo degree of the turn table pre-
cisely with manual operation. In terms of the illumination
position, this dome is covered by the flood lamp and each
lamp has its own θl and φl to define the position. Also this
light dome is equipped with a range sensor; therefore, we
can easily measure the precise 3D shape. After acquiring
the image sequence and 3D shape, we project the 3D shape
to the image and can consequently acquire the texture im-
age for mesh. Fig4 (a) is the sample acquired images. This
texture image consists of triangle patch textures; the global
mesh consists of these triangle patches.

2.2. Data structure

To realize efficient rendering, we have to configure a suit-
able data structure for actual implementation. Consider-
ing the BTF (bidirectional texture function)[9], we need the
viewing direction (θo, φo) and light direction (θl, φl) for each
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Fig. 1. Light dome

argument to determine the ray. Thus, the dimension of the
data is 4D( Actually +2D for texture coordinate). Fig.2
shows the structure of the 4D texture database.

Originally, each polygon of the 3D object has its own
suface normal direction; therefore, each texture patch of
Fig4 (a) has its own 4D parameters (θl, φl, θw, φw). With
our 4D database as shown in Fig.2, each texture patch is
arranged orderly with 4D parameters. So, we sort each tex-
ture patch to make the actual 4D texture database for our
purpose as shown in Fig3. Fig4 (b) shows the sorted 4D
texture database of Fig4 (a).
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Fig. 2. 4D data structure concerned BTF
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Fig. 3. Data reconfiguration



object pose θ= 0◦ θ= 120◦ (φ = 90◦)
(a)

view direction θ= 30◦ θ= 90◦ (φ = 90◦)
(b)

Fig. 4. actual data of 4D texture:each image represent
the whole texture of the 3D object,(a)before arrangement
(b)after arrangement:note that the luminance of all patches
are almost same in (b)

2.3. Image synthesis

To synthesize an object whose position and pose change ar-
bitrarily, we have to consider the relative relationship be-
tween the light source direction, the surface orientation and
view direction. We introduce the function (1) for rendering.

Fi(�ωl, �o, �n) (1)

Here, �ωl denotes the lth light source direction, �o denotes
the viewing direction and �n is the surface normal vector of
the deformed mesh( actually, we also need to define the top
direction for each triangle ). This function represents the
RGB value and is defined at each triangle i.

2.4. Polygon deformation

To achieve further interactivity for the objects, not only mov-
ing the objects, but also deformation of the objects is effec-
tive. Since the proposed image synthesis algorithm and the
data structure are configured for each triangle, we can apply
the same method to the deformed object in the same manner.

3. EXPERIMENTS AND RESULTS

We performed several experiments to show the effective-
ness of our method. Fig. 5 shows the overview of the ex-
periments. First, we used the “light dome” to capture the
images and subsequently made the 4D texture data. Then,

we deformed the shape of the objects and rendered the de-
formed objects using our proposed method.
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Fig. 5. Experiment overview

3.1. Velvet cloth

Cotton velvet is usually difficult to synthesize because of
complicated BRDF; however, by using IBR technique, such
non-rigid effects can be successfully rendered. In this ex-
periment, we used cotton velvet and synthesized the cloth
after deformation. In Fig. 6, left column images are the
synthesized image with our method; right column images
are of the actual velvet cloth taken by CCD camera which
was carefully set up so as to be same as the rendered im-
age’s illumination, camera position and deformation of the
cloth. When we compared these results, we observed that
the synthesized deformed velvet cloth was almost the same
as actual velvet cloth even though we did not use any of the
material’s properties for rendering.

3.2. Tatami block

In this experiment, we used a 3D block made of tightly
bound straw. This material also has non-rigid effects on
surface and is difficult to render with common techniques.
This 3D block also had small textures on it and matching
accuracy between polygon and texture image would affect
the results. Fig.7(a) and (b) are the original images and (c)
and (d) are the deformed images. Note that the surface tex-
ture of the deformed 3D block gradually changes its color
dependent on its degree of bend and is naturally rendered.

4. DISCUSSION

There remain several problems for our research to solve,
some of which are fundamental to IBR. First, we can not
correctly render materials with strong reflectance proper-
ties, e.g., mirrors. Another significant problem derived from
our algorithm was the self shadow on the object which dis-
appeared after deformation. Another issue of our research
was data size. Even if we ignore the arbitrary illumination
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Fig. 6. Results of velvet cloth: (a,c, e) synthesized images
using our proposed method, (b,d,f)Actual captured image

changes( we only considered intensity in this paper), the
size of data is 4D, a huge amount for common usage.

5. CONCLUSION

We proposed an interactive extension for IBR to apply IBR
techniques to MR systems. In this paper, we assumed the
important interaction to the object for MR systems was to
freely move and deform the object under arbitrary illumi-
nation. Therefore, to achieve this goal, we proposed and
implemented an efficient IBR algorithm and 4D data struc-
ture.

To demonstrate the effectiveness of our proposed method,
we conducted several experiments using several objects. With
our proposed algorithm, we successfully rendered the de-
formed objects with non-rigid surface effects. In the future,
we need to compress the data size and realize the synthesis
of the deformed object into the real-world environment for
MR systems.
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Fig. 7. Results of Tatami: (a,b)Actually captured im-
age,(c,d) synthesized images using our proposed method
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