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Abstract. The effect of reflection and transparency is superimposed in
many real world scenes, which is caused by glass-like shiny and transpar-
ent materials. The presence of such incidental effect in a captured image
has made it difficult to apply computer vision algorithms and has lead
to erroneous results. Moreover, it disturbs the texture acquisition of the
real-world scene. This paper presents an optimal method for the separa-
tion of reflection and transparency components. The method is based on
the Epipolar Plane Image (EPI) analysis. The method is not like the or-
dinary edge-based EPI analysis, but instead it is an edge and color-based
EPI analysis. To demonstrate the effectiveness of our method, we present
the results of experiments using synthesized and real images which in-
clude indoor and outdoor scenes, from which we successfully extracted
the reflection and transparency components from the input image se-
quences. ...

1 Introduction

Texture acquisition of a real-world scene is one of the critical research areas
in computer vision and can be used in other application areas such as com-
puter graphics (CG) including 3D city modeling projects. Moreover, to acquire
texture without noise (e.g., a shadow, a specularity, a reflected image) is vital
for such work. Generally, many of the buildings are covered with glass win-
dows and glass usually produces reflection and transparency effects. Therefore,
the observed color of such a scene is a combination of the light transmitted
from an actual object behind the glass and a reflected object (virtual object)
in front of the glass. This situation strongly disturbs the texture acquisition
of the real-world scenes. One possible solution to this problem is to separate
the component images. Many researchers have tried to separate the reflection
and transparency components and many valuable methods have already been
proposed. Some proposed methods are based on layer motion [1] [2]. Szeliski
[2] proposed layer extraction technique even in the presence of reflection and
transparency based on constrained least square method. Likewise, some other



techniques [1] [3] based on motion for image enhancement and transparency sep-
aration are proposed. Schechner worked out to separate transparent layers using
focus [4][5]. Moreover, there have been some proposed methods to separate real
and virtual objects using an optical property called polarization [6] [7] [§8]. On
the other hand, a number of research works using independent component anal-
ysis [9] [10] [11] and layer information exchange[12] have been proposed. Some of
above mentioned methods need a polarization filter to be operated with camera
and need to capture more than one image by rotating the polarization filter or
focusing either layer separately for every scene.

According to our knowledge, all of the previously proposed methods are con-
sidered only for static camera and/or single depth. Moreover, for the purpose
of the texture acquisition of real-world scene, a huge amount of outdoor scene
images are originally required and the captured images usually contain 3D ob-
jects. As a result, these methods can not be applied for the texture acquisition
of outdoor scene. In this paper, we propose a new method to separate the reflec-
tion component form image sequence which has been taken by a motion camera.
This method is based on the epipolar plane image (EPI) analysis. Unlike pre-
vious EPI analysis, which usually analyze the edges, we propose a color-based
EPI analysis, which can robustly separate two component layer images.

The remainder of this paper is organized as follows. A detailed explanation of
EPT analysis is described in Section 2. In Section 3, we discuss on the separation
method of reflection and transparency components. Experimental results can be
seen in Section 4 and we provide conclusion in Section 5.

2 EPI Analysis

2.1 EPI construction and conventional EPI analysis

EPI can be produced by accumulating epipolar line in each frame of image
sequence along the time axis. The first step is to make spatio-temporal image
volume and slice it horizontally to acquire EPI. The camera motion is assumed
to constant speed and straight path. Certainly, the restriction is not strictly
required in actual experiment, because we can use GPS, gyro sensor and other
vehicle speed sensors. The camera is set to arbitrary direction, therefore the
rectification of captured image sequence is required before accumulation to make
spatio-temporal image volume. Ideally, the frontal surface of any object appears
as an area bounded by two distinct parallel boundaries on the EPI ( we call this
area the EPI-strip, or strip). Since we restrict the camera movement along a
straight line and the depth of all the objects are not the same in the real world,
all the strips do not lie in a parallel direction. This depth difference gives a
special character to the EPI, as shown in Fig.1(bottom). We can clearly see that
the inclination angles of the EPI strips are directly proportional to the depth d
of the object. Furthermore, strip 2 is totally covered by the other opaque strips
at the overlap areas. Therefore, the boundary edges of strip 2 cannot be detected
at the overlap areas and strip 2 is divided into separate areas. Since the areas
are separated, we can still understand that these areas produce an EPI strip by



analyzing the edges parallelism and color similarity. With such an edge-based
analysis, we can retrieve the 3D information from the EPI and the scene. Such
kind of EPI analysis assumes the object appearance does not depend on the view
direction.
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Fig. 1. Appearance and nature of actual Fig.2. Appearance and nature of trans-
objects in the EPI. parent and reflected objects in an EPI.

2.2 Color-based EPI Analysis

In a real-world scene, the color sometimes drastically changes depending on the
view direction because of the superimposed reflection and transparency, spec-
ularity and other effects. To conduct a further analysis with an EPI in a real-
world scene, we have to understand how color is produced on an EPI and we
must include view dependent effect. We have considered only for superimposed
reflection and transparency effect in this work. A color change on an EPI can be
basically explained by two reasons: one is the changes of material or color of the
target objects and the other is reflection and transparency effect caused by the
glass-like shiny objects in the target scene. It should be noted that we do not
consider complicated bi-directional reflectance distribution function (BRDF) in
this paper.

2.3 Reflection and transparency on an EPI

As shown in Fig.2, a reflected object is observed as if it exists on the opposite
side of glass; therefore, the object simply describes an EPI-strip on an EPI. How-
ever, since glass is transparent, the observed color is a mixture of transparent
and reflected objects. Therefore, since the reflected object makes a single band,
its color changes abruptly when it intersects the EPI-strips of the transparent
objects and vice versa. Note that, under such conditions, we can still distinguish
each EPI-strip robustly; such distinction is usually difficult to achieve by sim-
ple image processing techniques such as tracking applied on the original image
sequence.



3 Separation of Reflection and Transparency

We now describe a technique to separate the two component layers of the EPI
and estimate the underlying original colors of the overlap regions. The technique
first detects the inclination lines of the EPI-strips. EPI is then rectified by incli-
nation angle of EPI-strip, so that trails within strip are vertical. Original color
estimation can be done by applying the proposed method along the vertical scan
line as describe in Sec 3.2. Once separation is achieved, the corresponding region
is labeled and excluded from further computations.

3.1 Defining Strips on an EPI

400

-200 4

2004 =

400 4

600 E

Fig. 3. (a) Hough transform result of (b), (b) Input EPI, (c) The detected boundary
lines.

Since the camera is assumed to move linearly, each object in the scene is
bounded by two parallel lines on the EPI. As a result, parallel line detection
by using Hough transform is sufficient to detect the boundary lines of the EPI-
strips. We used only high energy peaks of the Hough space to detect the distinct
edges such as boundaries of the building. Fig3(a) represents the selection result
of 16 maximum energy peaks of the Hough transformation result of Fig.3(b)
and Fig.3(c) shows the detection result. Generally the reflected object (virtual
object) is assumed farther than the target objects (wall of the building and other
actual objects close to the wall). Therefore, the inclination angles of reflected
EPI-strips usually greater than that of the EPI-strips of the actual objects.
Then, we detect the boundaries of all EPI-strips and the separation method is
applied to each EPI-strip within the detected boundary lines in the increasing
order of inclination angles until the whole image area is applied. For Fig.3(b),
we could recover all overlap areas by applying the proposed separation method
to EPI-strips those inclination angles are lass than 50.



3.2 Separation of the EPI

Considering the presence of both the reflection and transparency components at
the same image point, if we suppose the color of the overlap area is the linear
combination of two color components, the observed color of that image point
can be described as

Mc(m,y) = ftUZCt(x7y) + fragirt(xvy) (1)

where c represents the type of sensor ( r, g and b), (x,y) is the two-dimensional
image coordinate, 0% (x,y) and oV""t(x,y) represent for the color of the actual
and virtual objects, respectively. f; and f,. are the factors of transparency and

reflection, respectively. For simplicity, equation (1) can be rewritten as
Mc(z,y) = Ac(z,y) + Ve(z,y) 2)

The system first rectified the EPI-strip by it’s inclination angle, so that trails
within the strip are vertical. The separation is performed to each vertical line of
the rectified strip. Since each point in a vertical line of EPI-strip represents for
the same image point of the object of each image frame, equation (3) should be
true for every pixels within one scan line.

Ac(z,yi) = Ac(, ;) (i #J) (3)
from equation (2) and (3) we can obtain
Mc(wvyi) - Mc(xa yj) = Vc<xayi) - ‘/;(x’yj) (4)

From this equation, V, values for all pixels can be calculated if we assume one V.
value as an initiator. Therefore we can obtain infinite sets of V. values for that
line due to initiators. Since all pixels in the scan line are collected from same
image point of each image frame, the minimum color value along the entire line
should be an original color of that line due to the linear color combination prop-
erty of reflection and transparency. Therefore, V.(z,y;) is assumed to 0 where
M.(z,y;) is the minimum of entire scan line. In our actual implementation we
estimate the minimum color along entire scan line and substitute it for all pixels
along entire line. However, it is not suitable to apply real-world EPI because
of noise and artifact. Therefore, the histogram thresholding method is used for
real-EPI separation. The basic task of this method takes the pixel value of the
first peak nearest to zero intensity, which is larger than threshold, and substi-
tute for all pixels which are brighter than that along the entire scan line. After
applying the separation algorithm the EPI-strip is rectified back to the original
one. Another component image can be obtained by subtracting the result im-
age from the original EPI. Since there remains base color ambiguity with this
method, this technique cannot produce the correct color value. However, the
result can be effectively used for texture acquisition of the real-world scene and
human interaction can produce a reasonable result.
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Fig. 4. Result of the EPI analysis. (a),(d) Input synthesized EPIs. (b),(c),(e),(f) Sep-

aration results.
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3.3 Separation of the Original Image

By using the decomposition results of the EPIs as described above, we can
separate the original image into two component images by two ways. The first is
a straightforward method which creates EPIs for all horizontal lines and applies
the separation algorithm to each EPI (we call the iterative method), and the
second is based on color clustering.

The detailed procedure of second approach is as follows.

— create sparse EPIs from the captured image sequence and decompose the
EPIs by the separation algorithm.

— get the (x,y) coordinate and the color information (r, g, b) from the EPI for
the desired input frame as an initial point.

— perform color clustering of the original image by the region-growing method,
which starts from an initial point and merges neighboring pixels by using
their color information in 3D space.

— after clustering, the component image can be extracted by substituting the
expected original color for the clustered pixels, which can be obtained from
the resulting EPI.

4 Experiments

We performed several experiments to test the effectiveness of our method. In
the following two experiments, we used a synthesized image sequences and a
real images captured in our laboratory and outdoor scenes.

4.1 Synthesized images

The image sequences used to test our method have been created by using CG
software. As a target object, we constructed a model room which has a front
wall covered by glass to create a reflected image of the objects placed in front
of the glass wall, as well as transparent images of the objects placed inside the
room. We assumed that the factors of reflection and transparency for all captured
frames are constant, and the camera motion along a straight path that produces
regularly sampled images for creating the EPI volume. The EPI was successfully
separated into component images can be seen in Fig.4. However, in Fig.4(c), we



can observe small artifacts on EPI strips which are caused by color saturation
on the synthesized images. To avoid such artifacts, using a high dynamic range
image is a practical solution.

The left column of Fig.5 shows an arbitrary frame of two input image se-

quences, and the recovered transparent and reflected component images are
shown in the middle and right columns.
(a)m (b)n (C)-
(d)“ (e)- (f)-

Fig. 5. The separation results of synthesized images. First row: the input synthesized
image with specularity and its separation results. Second row: the input synthesized
image including different depth objects and separation results.

4.2 Real Images

We have conducted several tests on real images captured using Sony three-
CCD(640x480) digital camera. The motorized stage has been used to control the
linear movement of the camera in the indoor image capturing process as shown
in Fig.6(a). Fig.6 (first and second rows) show the input EPIs and separation re-
sults of indoor image sequences. The original images and their separation results
are presented in the Fig.7. In Fig.6(d) and Fig.7(c), we can observe some artifacts
because of the non-linearity of camera sensor since we can successfully separate
synthesized images. Therefore, the linearization of camera sensor is required be-
fore the proposed method is applied. For the separation of original indoor image
as described in Fig.7(a), we used second approach (color clustering), because the
image texture is simple. The another image sequence is decomposed by iterative
method as shown in Fig.7 second row.

Car mounted video camera has been used to capture outdoor image sequences
by controlling constant car speed and driving along straight path. Since we
restrict the constant car speed, a tiny un-constancy of car speed has occurred
between each successive image frames. Therefore, the trials within the rectified
EPI-strips are not strictly vertical as shown in Fig.8 (a) and the separation
results of original image is almost noisy as describe in Fig.9(second row). To
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Fig. 6. The scene of the indoor image capturing process (a) and EPI Separation results

of real images. (b),(e) input indoor EPIs. (c),(d),(f),(g) separation results of indoor
EPIs. (h) input outdoor EPIL. (i),(j) separation results.

solve this problem, we first apply simple and straightforward method, which is
to reduce the number of image frames in EPI until the rectified strip appears
as vertical as shown in Fig.8 (b). Since this method could produce a reasonable
result as described in Fig.9 third row, the method will fail when the number
of image frames in reduced EPI are too few. The estimation of car speed and
adjusting it to every successive image frame is required to produce more modest
results. For this purpose, we implement the algorithm, which sampled features
from non-transparent image area and tracking for all image frames to detect the
motion speed in pixel. The detected pixel difference values have been used to
fit the rectified EPI-strip to vertical as described in Fig.8 (c). The separation
results of original outdoor image can be seen in Fig.9 bottom row. As a result,
the proposed method can extract two component layers even the image texture
is complicated as we can observe specular effect on the reflected buildings.

5 conclusion

In this paper, we proposed a new EPI analysis based on a color analysis, since
the conventional EPI analysis does not consider the view-dependent effects of re-
flection and transparency, which usually exist in real-world scenes. Our proposed
method completely assumes these complicated effects and successfully analyzes
them. By using our EPI analysis, a scene consisting of glass-like objects which
produce both a transparent and reflective effect could be robustly separated
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Fig. 7. Separation of indoor images.(a),(d) input images. (b),(c),(e),(f) separation re-
sults.
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Fig. 8. Rectified EPIs of outdoor image sequence (a) using all EPI range (b) using
reduced EPI range (c) fitted with tracking result.

into component images. Furthermore, most of our separation method could be
performed automatically. Since, many computer vision algorithms usually fail
to handle the complicated scene images, our technique can provide a practical
solution by separating the image into component images. For city modeling pur-
poses, since many buildings are typically covered with glass windows and it is
difficult to retrieve textures of good quality, our technique can provide a practical
solution.
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